1 Introduction

Unconventional gas extraction has the potential to release various pollutants into the atmosphere. These could have direct impacts on the environment and health or indirect effects on the climate, offsetting the relative benefit of gas as a lower-carbon fuel. These impacts need to be both assessed and monitored; requiring a combination of measurements and models. For example, if a pollutant is released into the atmosphere, we wish to calculate the exposure of people or the environment as a function of meteorological conditions and the chemical properties of the pollutant. Alternatively we wish to quantify the emissions from incomplete extraction, leaks or other mishaps in order to quantify the complete greenhouse gas implications of a switch from coal to gas. This document aims to describe the available capabilities, both in measurement and modelling, for these tasks.

1.1 Purpose of document

This document will describe the suite of measurements and modelling tools for simulating the dispersion of pollutants in the atmosphere and quantifying emissions. It will:

1. Describe the classes of measurements and their applications;
2. Introduce the general principles of atmospheric dispersion models;
3. Describe the various classes of models, their applications and requirements;
4. Make recommendations for the measurement and modelling of direct environmental and climatic impacts of unconventional gas extraction.

1.2 Scientific Background

The principle underlying requirement of atmospheric models is the conservation of mass. This states that the change in concentration of some atmospheric constituent is the sum of sources, transport in the atmosphere and chemical transformation. In principle then, we can simulate the concentration by writing equations (or numerical code) to describe these processes. These models are called chemical transport Models (CTMs). They are used to predict how much pollutant

\[ \text{We use concentration to denote the amount of the constituent per unit volume. The other common term, mixing ratio, refers to the relative amount of the constituent to that of air.} \]
will arrive at a point given a previous release. This predictive modelling is also called forward modelling since we run the model forward in time. It is used to model everything from air quality at street level to the generation of the ozone hole. The other use for the same models, usually called inverse modelling, starts with measurements of a pollutant in the atmosphere and tries to localise and quantify the release that produced it. Put roughly we run the model backwards. So while forward and inverse models are closely related, they solve different problems; forward models estimate exposure to pollutants while inverse models estimate emissions.

There is a strong overlap between CTMs and modelling the physical behaviour of the atmosphere (weather prediction, climate and the like). One practical reason for this is that the most common constituent modelled in the atmosphere is moisture. The movement of moisture by winds and other atmospheric processes is similar to chemical constituents so we can borrow the numerical techniques for this. Many of the transport processes also require highly detailed simulation of changes in wind and temperature so that CTMs are often attached to state-of-the-art physical models to ensure the best possible simulation.

1.3 History of Use

Simple models of pollutant dispersion have existed since the 1940s (e.g. [Sutton], 1947). As questions of urban air quality and transboundary air pollution rose in prominence, atmospheric models of trace gases became important research and policy tools. The first working grid-based model for the study of urban and regional air pollution was developed by [Reynolds et al., 1973, 1974], with specific application to the Los Angeles air pollution problem. [Carmichael et al., 1991] developed the regional-scale Sulfur Transport Eulerian Model (STEM-1) to study sulfur pollution episodes that were associated with stagnant high-pressure systems. Examples of historical models down the years include the Acid Deposition and Oxidant Model (ADOM) of [Pleim et al., 1991], the Regional Acid Deposition Model (RADM) of [Walmsley and Wesely, 1996], the Regional Oxidant Model (ROM) of (e.g. [Roselle et al., 1991]). Australia has been a world leader in providing practical models for pollutant dispersion, (e.g. [Hurley et al., 2003; Hurley, 2005]) which have been used to study dispersion on local and regional scales from, oil refineries and smelters. Another example of Australian based dispersion models is AUSPLUME ([Lorimer], 1986).

Most major cities use air quality forecasts to underpin either advice to the population or, in extreme cases, policy intervention to limit pollution at the source.

The other common policy application is emergency response. This is usually a very efficient model which can be switched on to calculate exposure for a single source such as a volcanic eruption or industrial accident. The Australian Bureau of Meteorology maintains such a capability. Examples include the Chernobyl (e.g. [Kob et al., 1989]) and Fukushima (e.g. [Christoudias and Lieevedel, 2013]) nuclear accidents, the Buncefield explosion and fire (http://uk-air.defra.gov.uk/reports/cat05/0606201126_Buncefield_report_vF3_text2.pdf) and the Eyjafjallajökull volcanic eruption ([Vogel et al., 2013]).

Inverse studies have long been used to infer the large-scale patterns of CO$_2$ sources and sinks ([Tait et al., 1990]) and methane emissions ([Fung et al., 1991]). More recently they have provided the key information on how CO$_2$ sinks on land respond to climate extremes (e.g. [Peylin et al., 2005; Rayner et al., 2008]). They have recently been applied to regions such as the Les Landes region of southwest France ([Lauvaux et al., 2009]) and the intense agricultural area of the U.S. Upper Midwest ([Schuh et al., 2013]). An emerging trend is the use of inverse models to deduce emissions from point sources. This was tested on a power-station near Port Augusta by [Utembe et al., 2013].
2 Measurements

We wish to determine the exposure of people or the environment to any pollutants released by gas extraction or to determine the emissions. Both of these can be measured directly although with limitations on scale and accuracy.

Measurement systems exist for most of the major pollutants potentially released in gas extraction (e.g. [Hammer et al. 2002]). For many more conventional chemicals (e.g. methane itself) measurement is possible on-site and continuously at a deployment cost of around $70,000. More exotic chemicals involve instrumentation which is too expensive or fragile to leave in the field long-term. Finally air can be captured in flasks and returned to laboratories to measure a very wide range of species. These last two classes of measurements are used to check on exposure in field campaigns and to validate CTMs.

Emissions can be measured directly in one of two ways. If the location is certain (down to about 100m) we can use a technique called eddy covariance in which fluctuations of wind and concentration are measured by a pair of instruments mounted on a mast (usually about 30m high). Well-known techniques ([Aubinet et al. 2012]) can then be used to calculate the emission. If the emission is very diffuse, such as seepage through soils, we can sample it by putting a sealed chamber on the surface and measuring the build-up of concentration in the air inside. This is a direct measurement of the emission but over only a fraction of a square metre. If the emission is spatially variable we may need many such measurements to observe it well. Finally in Section 5 we will describe how to use concentration measurements to infer emissions.

3 Forward Models

3.1 Classification

Atmospheric models can generally be classified either as Eulerian or Lagrangian. In Eulerian models, the domain is split into fixed grid cells and the tracer mass in every grid cell is calculated directly. By contrast, in Lagrangian models, particles or puffs of pollutant are tracked from the source so no calculations are performed where there is no pollutant. Both models calculate the concentration of pollutant so the emission and concentration data used is the same for either model.

Both types of models can be applied either "online" or "offline" depending on how the meteorology is coupled with the tracers or chemical species in the model. Online models are true weather models where the physical changes in the atmosphere (wind temperature etc) are simulated along with the chemistry. This means that pollutants can also affect the meteorology (e.g. [Baklanov 2010]). Offline models take the output of physical models computed by a previous model run. Offline models are more common since they are much cheaper to compute.

3.2 Common requirements

The main requirement for any chemical transport model is a good representation of the physical state of the atmosphere (wind, temperature etc). Atmospheric constituents are advected by winds and mixed by turbulence in the atmosphere and may be transported by the internal motions of clouds. Much of the important chemistry in the atmosphere is driven by sunlight so accurate knowledge of clouds is also important. Thus the winds, temperature and clouds in a model must be as realistic as possible. This makes forecasting air quality particularly difficult since some of these physical processes are the most difficult to forecast. Forward modelling also needs good
knowledge of emissions. For pollutants like ozone the relevant emissions are for precursors such as oxides of nitrogen. For the major greenhouse gases, CO$_2$ and methane, we need the emissions of the species themselves.

Finally computational constraints mean we often run highly detailed simulations over small domains (typically hundreds to thousands of square kilometres in regional scale models). These are not closed in the real atmosphere so we must estimate the influence of pollutants arriving from outside the domain.

### 3.3 Problem of small-scale physics

Both weather models and CTMs are run on a mesh of points. The finer the mesh the greater the range of processes we can capture but the more computationally expensive the model. There are always processes we can’t cover explicitly. We have to estimate these from variables we do compute. This is called parameterization. Good parameterization, appropriate to the scale of the model and the processes important in a particular region is fundamental to good models. Managing the trade-off between the size of the region we wish to model, the detail we wish to capture and the computational resources available is an early decision in setting up a modelling system. The choice of parameterizations in a model depends on the region, the dominant meteorology and the model resolution. This requires experience from the modeller during set-up but is usually not changed after that.

In the following sections we discuss the major classes of model, their differences and common features.

### 3.4 Common Processes

Several processes are modelled the same way in Eulerian and Lagrangian models. These include:

- **Emissions.** These may be gridded (e.g. emissions from a forest) or a series of point sources such as power-plants or gas wells. In general Lagrangian models are better suited to point source emissions such as power plants plumes whereas the well-defined mesh-like domain of Eulerian models means that they are better suited to area sources.

- **Chemical transformation.** This is treated similarly whether the transformation happens in a mesh cell in the atmosphere (Eulerian) or to an air parcel as it moves (Lagrangian).

- **Deposition:** Pollutants are ultimately removed from the atmosphere by being deposited to the surface of the earth. The process by which this occurs is either by dry deposition (through impact with the surface) or by wet deposition (through incorporation into water droplets or ice crystals and subsequent removal in precipitation). This process is not important for methane but is important for many other pollutants.

### 3.5 Eulerian Models

#### 3.5.1 General principle

Also known as grid models, Eulerian models typically consider the model domain to be made up of three dimensional boxes or grids at a given resolution. Fluid properties are monitored as functions of time as the flow passes fixed spatial locations. Air movement through these boxes is
used to calculate the fluxes of pollutants in and out of the grid cells. In general, this approach mathematically gives rise to partial differential equations as the variation of the flow quantities occur in both space and time. Eulerian models are close to weather models since they share the same model structure (a mesh of points) and many of the same processes move heat and moisture in physical models and pollutants in CTMs.

Table 1: Strengths and weaknesses of Eulerian Models

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample whole domain</td>
<td>Have fixed resolution</td>
</tr>
<tr>
<td>Computationally expensive</td>
<td>Easy to visualize and process results.</td>
</tr>
<tr>
<td>More physically complete</td>
<td>Difficult to generate source-receptor relationships</td>
</tr>
</tbody>
</table>

Although Eulerian models can be applied across a wide range of scales, they are mostly often used in applications that do not need extremely fine grid resolution such as in global models and regional models. The advantages and disadvantages of Eulerian models are summarised in Table 1.

Examples of commonly used Eulerian models for simulation of pollutants include Community Multi-scale Air Quality model (CMAQ)\(^2\), The Air Pollution Model (TAPM)\(^3\), and the Weather Research and Forecasting Chemistry Model (WRF-CHEM)\(^4\).

3.6 Lagrangian Models

3.6.1 General principle

Instead of a mesh of points, Lagrangian models represent the pollutant as a series of points or particles. Each particle has an exact position. So Lagrangian models are not limited to the mesh-size of a particular grid but they may need many particles to sample the pollutant distribution.

There are different types of Lagrangian models. The simplest are the forward or backward trajectory models. As the name suggests, forward trajectory models are run forward from a given source to evaluate its impact on receptor areas. Alternatively they can be run backwards where the trajectory path is defined in backward steps from a given receptor. In this approach the impact of emissions along the trajectory path can be assessed. Other types of Lagrangian models consider further treatment of the air parcel under consideration.

Table 2: Strengths and weaknesses of Lagrangian Models

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avoiding numerical diffusion</td>
<td>Fail in some meteorological conditions</td>
</tr>
<tr>
<td>Low cost</td>
<td>Difficult to visualise or treat results.</td>
</tr>
<tr>
<td>Can be used to analyse source-receptor relationships</td>
<td></td>
</tr>
</tbody>
</table>

Their simplicity and efficient computation makes Lagrangian models popular at all scales. They are particularly well suited to very fine scales where the mesh of an Eulerian model may fail to

\(^2\) http://www.epa.gov/AMD/Research/R1A/cmaq.html

\(^3\) http://www.cmar.csiro.au/research/tapm

capture the shape of the pollutant plume. Lagrangian models do not work well in extremely windy or unstable environments such as thunderstorms.

Strengths and weaknesses of Lagrangian models are summarised in Table 2. Examples of commonly used Lagrangian models include CALifornia PUFF model (CALPUFF)\(^5\) and the Hybrid Single Particle Lagrangian Integrated Trajectory model (HYSPLIT) (e.g. Draeler and Rolph, 2013).

The relative strengths and weaknesses of the two modelling approaches suggest that Lagrangian models are well-suited to environmental assessment such as the impact of CSG releases.

### 3.7 Combined Models

Eulerian and Lagrangian models are not mutually exclusive. Eulerian models often compute all the fields needed to run a Lagrangian model. Thus they are frequently used in the one system (e.g. Brandt, 1998; Brandt et al., 1998; Pillai et al., 2012). This allows the same modelling system to work near the source where the high-resolution of Lagrangian models is an advantage and far from the source where the complete coverage of Eulerian models is better. It also allows the same system to be used for forward and inverse modelling. We recommend adopting the Weather Research and Forecasting model with the Stochastic Time-inverted Lagrangian Transport model (WRF-STILT) as described in Pillai et al. (2012).

### 4 Using Forward Models

In this section we describe a number of practical considerations for using models. We develop these in the context of forward models but most will also hold for the inverse models discussed in the next section.

The choice of which model to use depends on a number of factors such as choice of scale, operational requirements, data and infrastructure requirements, computational requirements and required expertise.

#### 4.1 Choice of scale

Setting up a model for a particular domain and resolution can be time-consuming so this choice requires care. It is a trade-off between computational cost and the quality of the simulation (Law, A. M., 1991). The pollutant under study affects the size of the domain since different pollutants will survive longer in the atmosphere and hence be transported further. As an example, Figure 1 shows the correspondence between temporal and spatial scales in the atmosphere and the group of pollutants that correspond to the local, regional, continental and global scales (Whelpdale, 1983). Belonging to the local scale (scale distance of up to 10km are heavy particles or highly reactive species (e.g. H\(_2\)S) or species that are rapidly deposited (e.g. large Pb-containing particles). Regional scale considers distances of the order of 100km. In this category, pollutants with lifetimes of several hours (e.g. O\(_3\), NOx etc) can be transported tens of km downwind of precursor emission sources. Pollutants (e.g. SOx, fine particles) in the continental scale category have lifetimes of several days and can be transported up to thousands of kilometres. Global-scale problems involve long-lived species such as CO\(_2\), CH\(_4\) and the perflorocarbons.

\(^5\)http://www.src.com/calpuff/calpuff1.htm
4.2 Operational requirements

There are a number of model operational requirements that need to be considered. These include data and infrastructure requirements, computational requirements, as well as required expertise.

4.2.1 Data and infrastructure requirements

Atmospheric models require considerable input data which is itself often generated by other models. Typical required data include:

**Emissions** Input to the model as surface fluxes mass per unit area per unit time, emissions can be from anthropogenic sources (e.g. CH$_4$ emissions from coal seam gas wells) or biogenic (e.g. volatile organic compounds (VOCs) such as isoprene) from vegetation. Emissions may be measured directly (see Section 2) though this is usually only possible from a limited number of pre-identified point sources. This includes gas-wells but excludes leaks in complex pipeline
infrastructure. In the absence of direct measurements one will use maps of potential sources and rely on the inverse methods described later to improve the information.

**Boundary conditions** regional models require lateral and vertical boundary conditions. These are the concentrations or inflows at the edges of the domain. They are needed since pollutants may enter the domain as well as be emitted within it. Only the side boundaries usually matter because horizontal winds are much stronger than vertical winds. Typically, boundary conditions are generated from global model runs. An example is in WRF-Chem, where simulations from the global Model for Ozone and Related Chemical Tracers (MOZART-4) are frequently used as boundary conditions ([Emmons et al., 2010](#)). The accuracy of boundary conditions can also be improved by satellite observations ([Hollingsworth et al., 2008](#)).

**Meteorology** Needed to drive the transport of the model, meteorological fields are usually obtained from operational agencies such as the Bureau of Meteorology.

**Geophysical data** This include surface parameters such as topography, land use categories and vegetation types.

### 4.2.2 Computational requirements

Thanks to the increased power of modern computers, computational limitations to running atmospheric models are not prohibitive. Running them operationally requires access to large amounts of data which usually places them within operational agencies. Research and assessment experiments can be run on modern computing clusters (provided one chooses a model set up for this) and emergency response calculations can be run on a desktop provided the driving data is available.

### 4.2.3 Required expertise

The problem of forward modelling for environmental exposure is fairly well understood. Furthermore modern models are not particularly difficult to set up and the most popular have a range of on-line and class-based tutorials. For example the most widely used model globally WRF-Chem has an annual tutorial run by the model developers. Similarly the CSIRO and various private providers will train and certify users of their TAPM model. Experienced modellers are still required to interpret the results. In particular an understanding of which meteorological situations are difficult and understanding the sensitivity of the results is required to understand potential uncertainties. Thus, while assessment teams do not need to consist entirely of experienced atmospheric chemistry modellers, we recommend having one available to assess the results.

### 4.3 Knowledge gaps

- A forward atmospheric model can only be as accurate as the description of the emissions in the model domain. Currently there are significant gaps in knowledge concerning fugitive emissions from CSG and other unconventional natural gas resources ([Tait et. al., 2013](#)). This is usually treated by running multiple scenarios to bracket likely responses.

- Although a well-studied subject, the sea breeze is still hard to forecast. This degrades the qualities of current simulations of evolution of pollutants in coastal areas.
- The trapping of pollutants near the ground at night is a difficult phenomenon to model. For continuous fluxes (i.e., those that continue at night) this trapping can lead to high peak exposure. Special care and even some ad hoc correction must be made to estimate peak nighttime exposures.

- The transport of pollutants in clouds and thunderstorms is an active research area although it is less important for questions of peak exposure.

5 Inverse Modelling

5.1 What are They For?
In many situations we observe the outcome of some physical process and wish to infer something about its cause. Such inferences are made in the opposite direction to physical causality and are hence termed inverse approaches. To make such an inference we need a model mapping the (unknown) cause to the observed effect. Speaking loosely we “invert” (run backwards) this model to gain information of the cause from observations of the effect. In our situation, the cause is an emission of some pollutant and the observations are measurements of atmospheric composition.

5.2 General Principle
This class of problems is treated exhaustively by Enting (2002). It is a branch of statistical inference in which we estimate the emissions given measurements and, optionally, prior estimates of emissions. The statistical nature of the problem means that both the measurements and prior estimates are associated with uncertainties. The methodology subsumes both verification of prior estimates and generation of improved emissions estimates. Without presenting the mathematical development we can describe the algorithm as follows:

1. Use the prior estimates of emissions as input to a CTM to simulate concentrations as the times and places of the measurements;
2. Calculate the differences between these simulated concentrations and measurements;
3. Weight these mismatches by the uncertainty in the measurements;
4. Make an optimal correction to the prior estimate of emissions; this will depend on how uncertain we think the emissions are.

The optimal correction in step 4 is the heart of the process. It requires knowledge of how each simulated concentration will change as we change each component of the emission. This sensitivity of simulated concentrations to emissions is usually called the Jacobian $J$.

5.3 Requirements relative to Forward Modelling
The main requirement is the feasible calculation of $J$. This can be done with many forward runs e.g. for each possible emission point. Thus it is extremely useful to have an inventory of all possible emissions before starting the calculation. This not only reduces computational cost

---

6This must also account for the model’s ability to simulate the particular measurement
but increases the ability of the measurements to quantify emissions. We recommend that such inventories are made wherever possible. If, however, we need to calculate a map of emissions this forward computation rapidly becomes infeasible (it can require millions of hours of computing). With care we can also calculate $J$ running tracer transport backward, directly representing the reversal of causality mentioned earlier. This is easiest for Lagrangian models where we move particles backwards along trajectories but is also possible with specialised models called adjoints \([\text{Kaminski et al.}, 1999a,b]\) derived from forward models. These are computationally efficient but difficult to generate. The choice depends on the number and type of measurements and the number of emissions we are trying to estimate. Table 3 lays out the various conditions. The

### 5.4 Regional vs global

The need for high accuracy and hence high resolution suggests the use of regional rather than global models for detailed inversion studies. \([\text{Geels et al.}, 2006]\); \([\text{Law et al.}, 2008]\) have shown that these models capture better the detailed variations in concentration we use to locate and quantify emissions. A problem is the influence from outside the boundaries of our domain. These can be included by including the boundaries as part of the unknowns in the problem (e.g. \([\text{Lauvaux et al.}, 2008]\)) or by nested approaches (e.g. \([\text{Rödenbeck et al.}, 2009]\)). It is convenient if the signals that come from the boundaries are easily distinguished from those from the emissions we seek. This will happen if the boundaries are very far away so that signals arriving at our observing sites are smooth and diffuse while those from nearby emission sources vary rapidly as winds change. This requirement conditions the setup of a regional inverse study and also suggests that certain classes of problem are especially hard because the boundary and internal influences are hard to separate. Fortunately the detailed regional problem we are discussing appears not very sensitive to boundaries provided we use a reasonable domain.

### 5.5 Characterizing Uncertainty

The emissions and measurement uncertainties we prescribe are as important as the data themselves \([\text{Raupach et al.}, 2005]\). Prior uncertainty is calculated by comparing our prior estimate with independent data (e.g. \([\text{Chevallier et al.}, 2006, 2010]\)). Data uncertainty arises from the characteristics of the measurement. For most in-situ measurements in greenhouse gases it is negligible for the regional problem. Model uncertainty is calculated from the differences between simulated and concentrations for cases with exactly known emissions. The problem is similar to the validation discussed below. We can also use an ensemble of different models as realisations of the correct model either for forward models (e.g. \([\text{Law et al.}, 1996]\)) or inverse models (e.g. \([\text{Gurney et al.}, 2002]\)).
5.6 State of the Art at Various Scales

Inversion modelling is at different stages of development for different scales. At the global scales there are systems at or near routine production. The CarbonTracker system (more information at: http://carbontracker.noaa.gov) delivers annual updates of estimated carbon fluxes for subcontinental regions over the globe with a more detailed focus on North America. Similar systems are under development for Australasia, East Asia and Europe. NASA’s Carbon Monitoring System (http://carbon.nasa.gov) and the European GMES Atmospheric Service (http://gmes-atmosphere.eu) both aim to produce more frequent updates using satellite measurements of greenhouse gases.

Work at regional scale (1000×1000km) is limited to intensive research projects (e.g. Lauvaux et al., 2009, 2012; Schuh et al., 2013) which have demonstrated success when comparing their proposed net uptake to direct measurements or inventories. Such efforts have been greatly boosted by the reduction in measurement cost and more intensive regional deployments are planned, some with commercial funding (http://www.earthnetworks.com).

There are no operational systems at city or regional scale but several research projects aimed at urban emissions mapping using atmospheric measurements, e.g. for Paris, Indianapolis and Los Angeles. Some of these are likely to evolve naturally into long-term monitoring projects. There is also funding to instrument the Latrobe Valley under the Carbonet initiative of the Federal Government’s Education Infrastructure Fund.

Monitoring of point source emissions has been studied for purposes of verifying geosequestration. Loh et al. (2009) demonstrated the ability to detect and locate releases from a single source from a distance of about 1km. Checking whether this technique could isolate which of many potential gas-wells was leaking is an important research task.

Industrial emissions at smaller scales (such as gas fields) have only been studied during intensive campaigns. This is a very recent development based either on the proximity of research labs to significant sources (e.g. Petron et al., 2012) or the availability of portable technology (Karion et al., 2013).

5.7 Simplified Approaches to Inverse Modelling

So little is known about emissions from unconventional gas extraction that various simplified, exploratory approaches have been used to detect emissions. In Australia a team at Southern Cross University have surveyed the Tara Gas Field in SE Qld. This was an exploratory survey designed to discover whether there were elevated methane concentrations that might arise from local sources. The Picarro Surveyor (http://www.picarrosurveyor.com) is a commercial product using a similar approach. It uses vehicle-mounted instruments that can measure rapidly concentration and wind direction. If a concentration spike is detected, the wind direction measurement allows it to be roughly located. By driving a grid pattern one can roughly map emissions. Recently reported work demonstrated such leaks at a gas-field in Texas and showed that most were caused by engineering failures which were easily repaired (http://www.esrl.noaa.gov/gmd/annualconference/slides/99-130416-A.pdf). Because it relies on spikes in concentration, it is likely to miss diffuse sources which do not produce spikes but large-scale changes in concentration. These sources (such as soil seeps) may be large when integrated over an entire gas-field. These techniques are good for identifying sources but less so at quantifying them. They should, however, form a part of any monitoring system. We recommend that such a capability be developed and readily available.
5.8 Instrument and Network Considerations

Instrumentation and modelling requirements for determining emissions depend on the scale of the problem. If we know the location of any potential emission we can make a direct measurement of the flux from the surface at that point (Aubinet et al., 2012). The field of view of such a measurement is perhaps 100×100m depending on the height of the measurement so it is impractical for diffuse emissions or complex infrastructure.

The atmospheric techniques discussed here make use of two classes of measurements, either in-situ measurements made by analysing air at a point or path-integrated measurements that measure the total amount of tracer along some path (often the path between the instrument and the Sun). The in-situ measurements are highly precise and give good local detail. Path-integrated measurements cannot localise sources as well as in-situ measurements but can observe larger areas since tracer arriving anywhere along the path will be observed. Optimum strategies combine the two classes of measurement. There are techniques of network design that can suggest an optimal network of measurements (e.g. Rayner et al., 1996; Lauvaux et al., 2008). Modern instrumentation is making it easier to maintain networks of instruments but regular inspection is still required. This means the staffing requirement is set by both the distances involved and the number of instruments. A trained technician can probably support 10 instruments provided they can inspect them monthly. Given usual up times of 90% we should expect that one of these 10 instruments was under repair at any time.

Once an emission is noted, the survey technique is unequalled at locating it. Thus we recommend a standing capability for surveying CSG fields.

Another particularly promising technique is to use an aircraft to sample the concentration upwind and downwind of a gas-field. The difference in concentration is very likely to come from emissions from the field and some simple calculations can quantify it. Karion et al. (2013) used the technique to estimate emissions from a gas-field in Utah. There are research aircraft in Australia capable of similar studies provided they were equipped with appropriate instruments. We recommend investigating such a capability for Australia.

5.9 Knowledge Gaps

The knowledge gaps identified in Section 4.3 which pertain to atmospheric transport also affect inverse modelling. For inverse modelling they generally limit the times and places where we can use data. The early stage of research into using inverse models for CSG problems means it is unclear how confident we should be in their estimates. Utembe et al. (2013) was quite successful in estimating an isolated source but further research is required to extend this to complex sources like a CSG field. We recommend that such a study be undertaken for a small field for which we can develop a reliable inventory.

6 Validating Models

Both forward and inverse models are validated in two ways: directly by comparing with measurements or indirectly by comparing with other models. For inverse models, the task of validation and the task of quantifying uncertainty are similar since both aim to quantify the confidence we should have in their results.
6.1 Direct validation

Direct validation involves comparing modelled and measured concentrations to test the model. This requires two things:

- Measurement data suitable for comparison with models
- Good knowledge of the inputs, particularly the emissions (since we must rule out an incorrect emission strength as a source of error).

Direct validation of forward models can be done by conducting a planned tracer release experiment whereby an inert tracer such as Radon-222 is released and measured at various locations in the model domain. It can also be done by taking advantage of data from industrial accidents or simple natural or anthropogenic sources. The European Tracer Experiment (ETEX) is a widely used intentional release experiment of an inert pollutant near the ground (van Dop et al., 1998). It is hence highly relevant to fugitive CSG emissions. Many CTMs have simulated the case. Their performance is generally good close to the release point with the quality of long-range transport mainly controlled by the quality of the meteorological data used in the simulation. We recommend that the use of any forward model should be preceded by a detailed screening program to identify major characteristics of meteorology of the area.

There are very few direct validations of inverse estimates because there are few cases where we know the emissions well enough to test the model. Tests using isolated power-stations (e.g. Utembe et al., 2013) have shown good agreement with reported emissions provided the CTM used has good meteorological data to drive it. Tests of small cities (e.g. Turnbull et al., 2011) have compared atmospheric measurements with simulations driven by the best available inventories and also shown good agreement.

6.2 Indirect Validation

Indirect validation of an atmospheric model is achieved by verifying with related dynamical models, conducting inter comparisons and sensitivity studies with other already well-established models, and by conducting peer review of the science of the model. Indirect validation is easy to do as it does not require measurements but requires caution since it does not directly assess the difference between the model and reality.

For inverse models the statistical characterization of the uncertainty can be expanded to include uncertainties in the model itself, usually by using an ensemble of models. For experiments at regional scales (Schuh et al., 2013) this extra uncertainty was smaller than uncertainty arising from insufficient data. This is likely to hold at the scales of CSG fields as well but this is untested.

7 Modelling Summary

We attempt here to draw together the information in the preceding sections into a concise summary. The references direct readers to relevant sections in the document.

8 Examples of Model Applications

In Section 1.3 we described some of the uses of CTMs. CSG, however, is a recent enough development that there is, to our knowledge, no published work on their application to this problem.
<table>
<thead>
<tr>
<th>Aspect</th>
<th>Forward</th>
<th>Inverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required Inputs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Meteorological Data</td>
<td>• Meteorological Data</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>• Emissions Inventories 3.2</td>
<td>• Concentration Measurements 5.8</td>
</tr>
<tr>
<td></td>
<td>• Meteorological Data</td>
<td>• Boundary conditions for the domain 5.4 4.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Optionally emissions estimates which we will either verify or improve</td>
</tr>
<tr>
<td>Outputs</td>
<td>3-dimensional grids of concentrations for pollutants</td>
<td>Maps of emissions</td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• eulerian models 3.5</td>
<td>• Inverse models use the same transport algorithms as forward models</td>
<td></td>
</tr>
<tr>
<td></td>
<td>solve the atmospheric transport equation on a mesh of points</td>
<td></td>
</tr>
<tr>
<td>• Lagrangian models 3.6</td>
<td>• Estimating emissions 5.2 uses Bayesian estimation.</td>
<td>• Inverse models reverse the effects of transport; easy for Lagrangian</td>
</tr>
<tr>
<td></td>
<td>represent the pollutant field as a series of particles and transport</td>
<td>models but requiring an adjoint for Eulerian models.</td>
</tr>
<tr>
<td></td>
<td>each particle separately.</td>
<td></td>
</tr>
<tr>
<td>Skills and training</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Training is widely</td>
<td>• Requires same skills as forward modelling</td>
<td></td>
</tr>
<tr>
<td>available</td>
<td></td>
<td>• Also requires working knowledge of Bayesian statistics.</td>
</tr>
<tr>
<td>• experience either in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>atmospheric chemistry</td>
<td></td>
<td></td>
</tr>
<tr>
<td>modelling or meteorolo-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gical assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>needed to interpret</td>
<td></td>
<td></td>
</tr>
<tr>
<td>results 4.2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modelling providers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Methods widely used</td>
<td>• Still a research problem</td>
<td></td>
</tr>
<tr>
<td>in research institutions</td>
<td></td>
<td>• CSIRO and several university research groups have expertise</td>
</tr>
<tr>
<td>• Many private</td>
<td></td>
<td></td>
</tr>
<tr>
<td>consultants in</td>
<td></td>
<td></td>
</tr>
<tr>
<td>environmental assessment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Best practice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Eulerian model with</td>
<td>• Same models as for forward case</td>
<td></td>
</tr>
<tr>
<td>embedded Lagrangian</td>
<td></td>
<td></td>
</tr>
<tr>
<td>capability for handling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>close and distant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>exposure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Well-developed Bayesian inverse system for estimating emissions</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Summary Table for Forward and Inverse Modelling
Figure 2: Model simulations of ETEX-1 (upper figures) and ETEX-2 (lower figures). The left figures are 12 h after start of the releases, and the right figures are 60 h after start of the releases. The duration of the release are, in both experiments, 12 h. The square in the figures indicates the area where the Lagrangian model is operating. Source: [Brandt et al. (2000)]
Most case studies have looked either at very large-scale dispersion (typically of radionuclides) or the short-range dispersion of heated gas from a tall stack. We present a case study which is physically similar to the CSG problem, a relatively slow release of a non-heated pollutant near the ground. The case study is the European Tracer Experiment (ETEX)

In October and November of 1994, two releases of a perfluorocarbon tracer were made from a site in western France as part of the European Tracer Experiment (ETEX). The aims of the experiment were to evaluate real time forecasting of the tracer concentration field as well as providing data for future (subsequent) model analyses of the transport patterns. The sampling network was comprised of 168 stations across Europe which sampled every 3 hours (Mosca et al., 1998).

Many types of dispersion models have been validated against this dataset (Nodop, 1997). One such model is the Danish Rimpuff and Eulerian Accidental release Model (DREAM) (Brandt, 1998; Brandt et al., 1998). The DREAM model is a combination of a Lagrangian short-scale puff model and an Eulerian long-range transport model. The Lagrangian component of the model is used near the source to calculate the initial transport and dispersion of the emission/release. Beyond this, the Eulerian model takes over to calculate the long-range transport and dispersion in the rest of the model domain.

Figure 2 shows the simulation of the spread of the release for ETEX-1 (upper figures) and ETEX-2 (lower figures) as taken from Brandt et al. (2000), with the left figures showing spread 12hrs after release and the right figures 60 hours after the release. The marked rectangle shows the area where the Lagrangian model was operating. For both releases, the prevailing weather was characterised by low pressure systems with centres north of Scotland giving rise to westerlies at the release site. However, there were high wind speeds during ETEX-2 which resulted in fast transport of the plume over Europe.
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Figure 3: Comparisons of model calculations with measurements for ETEX-1. Left figures are dosages (or integrated concentrations), and right figures are the arrival times at the measurement stations. Source: Brandt et al. (2000)
Figures 3 and 4 show comparisons of model calculations with measurements given as scatter-plots of total dosages (or integrated concentrations) and arrival times at the different measurements sites.

In the case of ETEX-1, the accuracy of the calculated model dosages are, at worst, within a factor of 2-3, and for the arrival times within 2-3 hours. This puts DREAM within the best performing models according to the conclusions from the ETEX experiment. It is worth bearing in mind that the uncertainty on measured concentrations from ETEX-1 was estimated to be within ±50% which might explain some of the model-measurement discrepancies.

Worse agreement was observed for ETEX-2 where DREAM (like all other models run for ETEX-2) was found to overestimate the dosages to a larger extent than during ETEX-1. Although no explanation for this has been found by Dodo (1997), possible reasons include bad simulation of the meteorology during the experiment and lack of wet deposition of the tracer during the heavy rainfall observed during ETEX-2. This is why it is very important that in the design of any modelling experiment, careful attention should be given to the prevailing weather conditions which will, in turn, guide the inclusion or omission of parameterizations in the model.

The releases in the ETEX experiments are similar to a point source or accidental release in a CSG operation. Thus the performance of the models is a good guide to how well they will work for CSG cases. In general they work well close to the source and their performance further afield is largely determined by the quality of the meteorological fields they use.

---

Figure 4: Comparisons of model calculations with measurements for ETEX-2. Left figures are dosages (or integrated concentrations), and right figures are the arrival times at the measurement stations. Source: [Brandt et al. (2000)]
9 Application to CSG Modelling

There are two major applications for atmospheric modelling of CSG emissions: the risk of exposure to pollutants and the estimation of fugitive emissions. As we have seen these require different tools and are at different stages of development. Here we summarize the next steps for each problem in the CSG context.

9.1 Risk Analysis

Adopting the usual framework of Risk = Likelihood \times Consequences we can break the risk analysis for pollutant exposure into three steps:

1. the likelihood of emission of a given pollutant
2. the exposure of people or the environment to that pollutant
3. the consequences of such an exposure.

Atmospheric modelling addresses only step 2 of this chain. It establishes the relationship between the emission rate for a pollutant and the exposure. This information must be integrated with the other two steps, especially detailed information on emissions. We recommend this as a follow-up study.

9.2 Steps for Estimating Emissions

Estimating emissions from a CSG field using atmospheric measurements remains a research problem. The success of the method at many other scales combined with the difficulty of an engineering-based estimate does suggest it is both necessary and likely to succeed. The concrete steps to setting up such a calculation are listed below including references to the sections where they are explained.

1. Choose a domain for the study (4.1, 5.4).
2. Prepare an inventory of possible emissions (5.3).
3. Carry out a network design study (5.3) to select optimal locations and types for atmospheric measurements (5.8).
4. Build and install network. Note the staffing requirements in (5.8).
5. Install system for inverse estimation of emissions (5.2). At time of writing there is no turnkey system for emissions at these scales so this needs collaboration with a research group. Such a system could, however, be built for deployment over many CSG fields.
6. Combine measurements and inverse system to estimate emissions.
7. Carefully investigate the residuals (differences between predicted and observed concentrations). These can indicate either problems with the CTM (e.g. 3.3) or that our emissions inventory is missing important sources (5.3).
10 Recommendations

The following gather the key recommendations from earlier sections

1. Agencies involved in assessment should have access to a high-quality, general purpose CTM. The best candidate at time of writing is the WRF-STILT combined Eulerian-Lagrangian model [3.7].

2. Use of any forward model should be preceded by a detailed screening program to identify major characteristics of meteorology of the area [6.1].

3. Any assessment team should have access to trained modellers at the relevant scales [4.2.3].

4. The best possible inventory of all important emissions should be obtained but it should also be realised that this will be incomplete and contested so assessments must include higher and lower case scenarios [5.3, 9.1].

5. Inverse methods at this scale are still a developing research area. Thus they should be tested in one gas field to see whether they can detect the integrated emissions [5.9]. Ground truth for this test should be provided by a detailed survey

6. Given the success of airborne measurements in the U.S. We should also test the ability of atmospheric measurements from aircraft upwind and downwind of the gas-field to estimate emissions [5.8].

7. There should be a standing capability for surveying gas-fields in detail [5.7].

8. A follow-up study should combine information on likely emission rates, atmospheric transport and health impacts to generate a risk assessment [9.1].
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**Glossary of Terms**

**Air parcel** a quantity of air which is transported intact in the atmosphere.

**Advection** transport by the wind

**Boundary conditions** The values of atmospheric variables at the edges of the domain

**Domain** area over which the model is run

**Jacobian** the sensitivity of an observation to a change in a source at a point

**Numerical diffusion** a computational artefact where strong features are smeared out in the model. It is particularly serious when we wish to calculate peak exposure.

**Online** the CTM is run as part of the meteorological model.

**Offline** the CTM is run separately, reading meteorological data from a previous run of the meteorological model.

**Parameterization** Description of atmospheric processes which are too small to be handled directly in the model.

**Partial differential equation** An equation describing how some quantity changes in both space and time

**PDF** Probability Density Function, a function that described the relative likelihood for a random variable to take on a given value

**Prior** the value we assume for the source before running an inverse model
Source-receptor relationship the amount by which the concentration changes at a (receptor) point for a change in the source at a (source) point. It can be used both to calculate exposure from a given source and also to quantify a source using observations in an inverse model.